
サイバーセキュリティにおけるAI活用の今
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九州工業大学卒．博士(工学). 在学時はスマートフォンを使った行動認識の研究に携わり，

Microsoft Research AsiaにてResearch Internshipとして行動認識の研究に従事．

その後，ベンチャー企業でチーフエンジニアとして新規Webサービスの開発や脆弱性診断の

経験後，情報セキュリティ専門会社のCTOを経て現在に至る．

各地のセキュリティ関連イベントや，企業，大学等での講演・トレーニング多数．

現在も脆弱新診断や開発時のセキュリティ対策のコンサルなどの実務にも携わる．



https://www.jnsa.org/result/aisec/2024/index.html



生成AIを利用する上でのセキュリティ成熟度モデル

現在、様々な分野でテキスト、
画像、動画等をAIを利用し自動生
成する技術、生成AIの利用が進ん
でおり、今後さらに普及が予想さ
れます。本ドキュメントは生成AI
をセキュアに利用していくうえで
必要な項目を生成AIの利用ケース
ごとにマッピングを行い、生成AI
を利用していく組織の一助になる
ことを目的としています。
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本ドキュメントは、NPO日本ネットワークセキュリ
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• 伊東道明(株式会社ChillStack)
• 野田俊夫(アドソル日進株式会社)
• 米山俊嗣
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• 倉持浩明(株式会社ラック)
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新サービスのご紹介
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AI for SOCAI for ASM

イメージ

Monitoring for AI

• 専門家不在でもアラート内容を直感的に理解し、
• 適切な対応が可能
• 重要なアラートに自動で絞り込まれることで、
セキュリティ運用を効率化し、脅威を迅速に管理

• シャドーITを含む組織全体のアタックサーフェス
を可視化し、問題の早期発見が可能

• 継続的な監視業務が不要になり、
業務負担とコストが削減

提供価値

• AI利用状況のリアルタイム把握による
早期リスク判断と迅速対応を実現

• 活用状況を基にした施策提案で、
AI導入によるビジネス成果を早期に最大化

• 他接続先の情報を踏まえた、
アラートに対する重要度推定

• LLMとの自然な対話型インターフェースや
レポーティングを通じた理解サポート

• アタックサーフェスを定期的に自動で見回り
• 明瞭なダッシュボード・レポートによる
リスク状態の5段階評価

特徴

• ビジネス・セキュリティ両面を一元管理できる、
サービス設計

• 多数のAI利活用支援の知見が凝縮された、
「現場が確実に変わる」ダッシュボード/分析基
盤

クラウド

社内ネットワーク

ASMサービス
ASの把握と
脆弱性の評価

検出先 AI 担当
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AI

ユーザー LLM環境

統合ダッシュボード

Bizサイド
効果測定と更なる利活用推進

Secサイド
脆弱性への早期対策

Security for AI AI for Security



Monitoring for AI サービスコンセプト
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統合ガードレール/統合データベース/統合ダッシュボードの3つのレイヤにより、
生成AI利用におけるビジネス上の課題とセキュリティ上のリスクの一元管理を可能にする

統合ガードレール

統合データベース

入力ログ

出力ログ

ユーザ情報

ナレッジ

アクセス元

アラート件数

要注意プロンプト要注意アウトプット

アノマリー挙動操作ログ

統合ダッシュボード

セキュリティ部門生成AI利活用推進部門

主な機能
• 利用率や削減時間など、ビジネス上のKPI達成状況を表示
• 頻出プロンプトや利用傾向を分析し、注力すべき施策をレコメンド

データ加工表示

入出力ログ

ユーザー LLM環境

Biz
サイド

Sec
サイド

主な指標

部署別利用率 推定業務削減時間

適用業務領域

頻出プロンプト

RAG精度 回答満足度

Biz指標の可視化による効果測定と更なる推進

提供価値

Sec指標の可視化による脆弱性への早期対策

提供価値

AI利活用の実態とその効果が見えず、
成果最大化の道筋を見いだせない

運用状況の観測がリアルタイムにできず、
インシデントを未然に防ぐことが困難

主な機能
• 各種規制や社内ガイドラインに抵触する入出力を検知・アラート
• 通常と異なる利用の検出など、セキュリティリスクを検知・アラート



脆弱性診断におけるAI(Burp AI)
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https://portswigger.net/burp/ai



脆弱性診断におけるAI(Burp AI)
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脆弱性診断におけるAI(Burp AI)
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https://portswigger.net/burp/ai/capabilities



AIによる知識のサポート
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https://portswigger.net/burp/ai/capabilities



脆弱性分析の自動化
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https://portswigger.net/burp/ai/capabilities



AIによる誤検知の低減
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https://portswigger.net/burp/ai/capabilities



AIによるログインシーケンスの自動生成
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https://portswigger.net/burp/ai/capabilities
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