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サイバーセキュリティの領域はAIによりど
うなる？AI vs AIの未来？
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• 米国防省の研究部門であるDARPA（米国防高
等研究計画局）が2023年8月、ソフトウェア
脆弱性の自動修正システム競技大会「AI 

Cyber Challenge」（AIxCC）開催を発表。

• 2025年8月の「DEF CON 33」で決勝大会が
開催される。優勝チームには400万ドル、2位
には300万ドル、3位には150万ドルの賞金が
授与される。



サイバーセキュリティの領域はAIによりどうなる？
AI vs AIの未来？
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現在 将来

オペレーション
365日24時間監視・状況分析

インシデント対応
防衛オペレーション

人間
(高度セキュリティ技術者)

AI
(自律サイバー推論システム)

セキュリティ対策技術
の研究開発

セキュリティツール群
脆弱性検出, Fuzzer,  侵入検知, Forensics, インテリジェンス

利用 利用



ChatGPTとかClaudeCodeのように汎用的な
生成AIでセキュリティ診断はできる？
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判定：ランサムウェア系マルウェア

※Gemini Pro1.5は入力コンテキストが1M

トークンに拡大したため，逆コンパイル
コード全体の解析が可能になった．
Bernardo Quintero. From Assistant to Analyst: The Power of Gemini 1.5 Pro for

Malware Analysis. https://cloud.google.com/blog/topics/threat-intelligence/gemini-

for-malware-analysis (2024).

ファイル操作

Wannacry型マルウェアの痕跡を検出
･ c.wnry: マルウェアの設定情報
･ tasksche.exe:  マルウェア実行ファイル
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セキュリティ領域でのAIの正確性はどこまで上げられるか？
人間と比較してどの程度信頼できる？

• CYBENCH: https://cybench.github.io, Zhang et. al  at ICLR2025.
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https://cybench.github.io/
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スケーリング則 Kaplan, J. et al. Scaling laws for neural language models. arXiv: 

2001.08361 [cs.LG] at https://arxiv.org/abs/2001.08361 (2020).

言語モデリングの性能は、モデルサイズ、データセットサイズ、および訓練に使用される計算量を増やすにつれてスムーズに向上す
る。最適な性能を得るためには、これら3つの要素を同時に拡張する必要がある。他の2つの要素によってボトルネックが発生しない
場合、経験的な性能（評価損失）はべき乗則（power-law）に従う。

https://arxiv.org/abs/2001.08361
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